
 The plus minus three sigma idea

The following text comes from Canadian Family Physician Vol 38, Nov -92

"Summary

Fifteen percent of biopsy-proven respondents saw five or more doctors before 'Celiac Disease' was diagnosed. Mean delays in diagnosis ranged from 5.8 (±10.9) years for those with nausea and vomiting and 13.9 (±14.5) years for those with headache or migraine." 

The data material is very skewed and the minimum value is 1 month, median is one year, and maximum value is > 60 years. The example is illuminating as when it is shown many people starts to think using a normal distribution in the back of their minds and therefore become confused as already one standard deviation below the mean gives negative values!! The article is otherwise serious and correct.

A simulation.  Below we show the idea from the example by a diagram (NB not exactly same data as above). When we study the normal distribution is seems to be fairly natural to learn about ±1, ±2, ±3 sigma. But in most cases such a view is less fruitful. The diagram that is created using the commands below, shows a so-called 'gamma distribution' (see the macros %Gpdfcdf, %GamArea, %W and %TTC) which (in this case) is very skewed. Even 1 sigma below the mean is on the negative side of zero, i.e. in an area where the distribution is not defined. (Minitab has inverted one of the parameters for the gamma distribution, compared to what is used in most of the literature):
set c1                             # Stores the integers 0 to 250

0:250                              # in column c1.

end

pdf c1 c2;                         # Calculates the pdf-value, the

gamma 0.70 50.                     # y-value, of the curve.

let k1 = 0.70 * 50                 # Mean value mu.

let k2 = sqrt(0.70 * 50**2)        # Sigma.

let k11 = k1 - 3*k2                # mean - 3 sigma.

let k12 = k1 - 2*k2                # mean - 2 sigma.

let k13 = k1 - 1*k2                # mean - 1 sigma.

let k14 = k1                       # mean

let k15 = k1 + 1*k2                # mean + 1 sigma.

let k16 = k1 + 2*k2                # mean + 2 sigma.

let k17 = k1 + 3*k2                # mean + 3 sigma.

plot c2*c1;

refe 1 k11;                        # Vertical line.

color 15;                          # Grey colour.

label "-3 sigma";                  # Label.

tsize 0.6;                         # Text size.

refe 1 k12;

color 15;

label "-2 sigma";

tsize 0.6;

refe 1 k13;

color 15;

label "-1 sigma";

tsize 0.6;

refe 1 k14;

size 1;

color 2;

label "mean";

angle 30;

tcolor 2;

tsize 0.6;

refe 1 20.3712;

size 1;

color 4;

label "median";

angle 30;

tcolor 4;

tsize 0.6;

refe 1 k15;

color 15;

label "+1 sigma";

tsize 0.6;

refe 1 k16;

color 15;

label "+2 sigma";

tsize 0.6;

refe 1 k17;

color 15;

label "+3 sigma";

tsize 0.6;

connect;

size 3;

data 0.15 0.95 0.15 0.80;

etype 0;

scale 1;

hdisplay 0 0 0 0;

min -100;

scale 2;

hdisplay 0 0 0 0;

min 0;

axlabel 2 '– f(x) –';

axlabel 1 'The variable X'.

The rule-of-thumb.  What about the rule-of-thumb 'mean ± 3 standard deviation'? This rule of thumb is often said to embrace 'practically all the outcome'. How will this rule work in this distribution? In order to show this, we simulate some data:
rand 10000 c1;                     # Simulates 10000 data from a

gamma 0.70 50.                     # gamma distr with parameters 0.7, 50.

hist c1                            # Creates a simple histogram.

descr c1                           # some statistics of the data.

let k21 = sum((c1 ge 0 and c1 le k17)/n(c1)) # Gets the prop

                                             # 0 to 3 sigma.

prin k21

The result will most likely show a proportion around 0.98 when using the interval ±3 sigma or rather 0 to +3 sigma as there are no values below 0 (i.e. no negative values). ■
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