 The 'no failure'-data
This document contains some comments to the situation where there are no failures in a sample from either a binomial distribution or a Poisson distribution. The emphasis here is on the Poisson distribution.

The p-value.  We have earlier discussed the situation when you have a sample of n items and none was incorrect. Usually we want to draw conclusions about the fault rate p but the point estimate 0/n is rather meaningless, especially when we are more or less certain that p > 0 and not exactly 0.

In this particular situation we say that calculating and reporting a confidence interval is much more sensible. This can be done in a number of ways:

· Using the macro %Confp

· Using the menu [Stat]>[Basic Statistics]>[1 Proportion…]

· Using the 'rule-of-thumb' 3/n for an upper limit of a 95% confidence interval*

*This 'rule-of-thumb' is fully explained and simulated in the article 'A fairytale.doc' found on www.ing-stat.se under the button [Articles] or the macro %RoT.

The -value.  When looking for 'number of failures in a time interval' we use the Poisson distri​bution as the basic model. Also in this situation it is possible to get zero failures in the measured time interval. How are we to estimate the intensity ?

The common point estimator ('lambda-hat') is the following:
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Here N is the number of failures during the time interval and t is the time to the Nth failure. Also this point estimator is of less use if N = 0 and again we need to calculate a confidence interval. 

This interval can be stated in the following way:
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The –square is a value from the 'chi-square'-distribution (we will not discuss this distribution here) and  is the confidence level (e.g. 0.05). If we want a 95% confidence interval for lambda, this value is 5.99.

Example I.  Suppose that we have studied a process for exactly one week (i.e. t = 1) and found no failures. Then the upper end of a confidence interval becomes:
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If we simulate a large number of 'one-week-results' with lambda = 3, we expect that approximately 5% of those values will give the result 'no failures'. This is the 5% risk or 95% confidence for :

erase c1-c100               # Clears the worksheet.

random 10000 c1;            # Creates 10000 data points in c1

poisson 3.                  # from a Poisson with lambda = 3.

hist c1                     # A histogram of c1.

Tally c1                    # From the histogram and the 'tally' it is

                            # obvious that 5% of all values are 0.

Example I shows that the simple formula above gives a lambda-value that has a 5% risk of producing 'no failure' and thus will be the upper end of the confidence interval.

Example II.  Suppose instead that we have studied the process during 10 weeks and found no faults. How can we illustrate or simulate this? The formula above will give the upper end of the interval as 0.3 events per week (= 3 events per 10 weeks). The following commands illustrate this:

erase c1-c100               # Clears the worksheet.

random 10000 c1-c10;        # Creates 10000 data points in c1-c10. Every

poisson 0.3.                # row will below be a total time of 10 weeks.

rsum c1-c10 c12             # Sums the result for the 10 weeks.

hist c12                    # A histogram of c12.

Tally c12                   # 

Again it is obvious that the stated intensity (here 0.3 events per week) shows that the simple formula above gives a lambda-value that has a 5% risk of producing 'no failure' in a 10 week period and thus will be the upper end of the confidence interval.

Example III.  Suppose that we have studied the process during 4.6 weeks and found no faults. The formula above will give the upper end of the interval as 0.641 events per week (= 3 events per 4.6 weeks). This example shows that intensities can be expressed in many ways: 

· a speed can be measured in km/h, m/s, miles per hour, knots, etc. 

· a proportion can be stated as 0.05, or 5% or by using per mille, ppm, etc.

· a Poisson intensity can be measured as 'number of marks on the battery cover of a P990' (in this case per an awkwardly sized area)

· A Poisson intensity can be expressed as 'number of events per day' or equally well as 'number of events per 24 h'

· etc.

The inverted value

The inverted intensity (1/lambda) of a Poisson process in time will give the expected time between failures (often called mean time between failure, MTBF). Of course, when we have no failures such a calculation will give a value for MTBF as infinity, a useless statement!

However, we can always invert our calculated value above and declare it as the upper end of a 95% confidence interval for the MTBF of the process.

A final remark.  Looking at the formula above we can, for the case of 95% confidence, simplify it to 3/t which, with some reason, is very similar to 3/n used for the upper end of a 95% confidence interval for p when no faulty items are found. 
If we want a 99% confidence interval we need to get the proper constants and again these will coincide for the lambda and p-value. Remember that for small p-values it is true that the Poisson and the binomial distributions coincide well, a fact used in the pre-computer age because of the easier calculations using the formulas for the Poisson distribution.
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