 A mixture of random variables

This paper shows some main ideas about a mixture of variables. In order to illustrate some basic ideas we firstly use some invented discrete variables (X and Y) and investigate their features both by simulation and by a theoretical treatment. As usual we use the statistical software Minitab to do the job. We will use a macro called %CreDist (Creating Distri​butions) and its only use is to illustrate how the theoretical mean and theoretical stan​dard deviation can be cal​cu​lated from the (discrete) distribution at hand. There is also a simu​lation included in the macro. 

The reason to use a discrete distribution (and not a continuous one) is only that the mathe​matical treatment is simpler. See also the document 'A collection of diagrams' and 'A course in statistics' and the macros %Voca and %Mix.

Suppose that we have two discrete variables X and Y, respectively, where X and Y are invented to support the reasoning below. Let us imagine that X and Y are measurement on some resistor and that the result is given in milliohms. We will also later imagine that the two variables are mixed e.g. stored in the same container from where resistors are picked for the subsequent assembly.

The X-variable. The X-variable can be pictured using the macro %CreDist (See the document 'A collection of diagrams' for details). The necessary information i.e. the values and corresponding probabilities can be copied (COPY/PASTE into the session-window of Minitab at the prompt) from this document:
 %CreDist                 # An initial run of the macro.
Enter the following data in c1 and c2:
 110   0.10               # 110 milliohms, probability 0.10.

 112   0.25               # 112 milliohms, probability 0.25.

 114   0.30               # Etc.

 116   0.25

 118   0.10

 2000                     # Number of values to be simulated.

 %CreDist                 # Rerun with the new data.

From the figure 3 on the computer screen we can see a number of different theoretical values as well as some values calculated from the simulated data. The correspondence is usually rather good. We will return to these values later.

The Y-variable. The Y-variable can of course also be pictured using the macro %CreDist. This va​ri​able has the following input. The milliohms are different but the five probabilities are the same:

Enter the following data in c1 and c2:
 121   0.10               # 121 milliohms, probability 0.10.

 122   0.25               # 122 milliohms, probability 0.25.

 123   0.30               # Etc.

 124   0.25

 125   0.10

 2000                     # Number of values to be simulated.

 %CreDist                 # Rerun with the new data.

From the figure 3 we can again see the different theoretical values as well as some values calcu​lated from the data. The correspondence is usually rather good.
Mixing the variables (I)
Here we pretend that 50 000 resistors from variable X and 50 000 resistors from variable Y are poured into a simple container. We also enter each possible milliohm-value proportionally to its probability. The X-data will be stored in c1, the Y-data in c2 and later all data will be ’poured’ into column c3:

 Erase c1-c100                       # Erases the first 100 columns.

 name c1 'X-data'                    # Names the X-column.

 set c1                              # Stores the following values in c1.

 5000(110) 12500(112) 15000(114)     # 5000 values of 110 milliohms, etc.

 12500(116) 5000(118)

 end                                 # End of storing the X-data.

 name c2 'Y-data'                    # Names the Y-column.

 set c2                              # Stores the following values in c2.

 5000(121) 12500(122) 15000(123)     # 5000 values of 121 milliohms, etc.

 12500(124) 5000(125)

 end                                 # End of storing the Y-data.

 name c3 'Mixed X- and Y-data'       # Names the column to be mixed.

 stack c1 c2 c3                      # Now all data is stored into c3.

The next step is to take a (large) sample from this container, now containing 100 000 resistors from variable X and variable Y, and then describe the sampled data (Of course it does not matter in what order the data is stored into the c3-column. But for the sake of illustration we reshuffle the data):

 sample 100000 c3 c3                 # Reshuffles the c3-data to make

                                     # it look more random.

 sample 5000 c3 c4                   # c4 now contains a random sample

                                     # from the 100 000 resistors in the

                                     # container.

 hist c4                             # A histogram of the sampled data.

 descr c4                            # Describes the sampled data.

The histogram on the computer screen shows a number of bars similar to what we would expect if we made one single diagram of the two histograms created above using the %CreDist-macro. The average and the standard deviation will be similar to the values we will get below when using the %CreDist-macro on the mixed variables.

The %CreDist-macro again (I).  Now we want to use this macro again but now on the mixed vari​able. However, we need to think of the probabilities. Of course we can not use the original values directly. This will violate a very basic requirement, namely that the sum of the probabilities must be equal to 1. (We now will have 10 probabilities for the milliohm-values ranging from 110 to 125 milliohms in the steps as before). If we let the proportions of our container also be the proba​bility for each milliohm-value we will get the following table:

	Milliohm value
	Number of components amongst 100 000
	Proportion

	110
	
5000
	0.050

	112
	
12500
	0.125

	114
	
15000
	0.150

	.
	
.
	.

	125
	
5000
	0.050

	
	sum = 100 000 components
	Sum = 1


Table 1.  Milliohm values, number of components and proportions (data I)

Enter the following data in c1 and c2 (the macro must be run once before):
 110   0.05               # 110 milliohms, probability 0.10.

 112   0.125              # 112 milliohms, probability 0.25.

 114   0.15               # Etc.

 116   0.125

 118   0.05

 121   0.05               # 121 milliohms, probability 0.10.

 122   0.125              # 122 milliohms, probability 0.25.

 123   0.15               # Etc.

 124   0.125

 125   0.05

 2000                     # Number of values to be simulated.

 %CreDist                 # Rerun with the new data.

Conclusion.  After mixing the milliohm-values in the container above we calculated the average and standard deviation from the data. By turning this result into a formal discrete distribution we calculated the corresponding theoretical values and a comparison will most likely show that the values corresponds very well.

Mixing the variables (II)
In the example above we simulated a mixture of equally many X and Y-values. What will happen with the average and the standard deviation of the milliohm-values drawn from a container with a mix of e.g. 70 000 X-values with 30 000 Y-values? Surely the result will be closer to the corre​sponding values of the X-variable? Let us investigate this.

Here we pretend that 70 000 resistors from variable X and 30 000 resis​tors from variable Y are poured into a simple container. We also enter each possible milliohm-value proportionally to its probability. The X-data will be stored in c1, the Y-data in c2 and later all data will be ’poured’ into column c3:

 Erase c1-c100                       # Erases the first 100 columns.

 name c1 'X-data'                    # Names the X-column.

 set c1                              # Stores the following values in c1.

 7000(110) 17500(112) 21000(114)     # 7000 values of 110 milliohms, etc.

 17500(116) 7000(118)

 end                                 # End of storing the X-data.

 name c2 'Y-data'                    # Names the Y-column.

 set c2                              # Stores the following values in c2.

 3000(121) 7500(122) 9000(123)       # 3000 values of 121 milliohms, etc.

 7500(124) 3000(125)

 end                                 # End of storing the Y-data.

 name c3 'Mixed X- and Y-data'       # Names the mixed column.

 stack c1 c2 c3                      # Now all data is stored into c3.

The next step is to take a (large) sample from this container, now containing 100 000 resistors from variable X and variable Y, and then describe the sampled data (Of course is does not matter in what order the data is stored into the c3-column. But again we reshuffle the data):

 sample 100000 c3 c3                 # Reshuffles the c3-data to make

                                     # it look more random.

 sample 5000 c3 c4                   # c4 now contains a random sample

                                     # from the 100 000 resistors in the

                                     # container.

 hist c4                             # A histogram of the sampled data.

 descr c4                            # Describes the sampled data.

The histogram shows a number of bars similar to what we would expect if we again made one single diagram. The average and the standard deviation will be similar to the values we will get below when using the %CreDist-macro on the mixed variables.

The %CreDist-macro again (II).  Now we want to use this macro again but now on the mixed vari​able. If we let the proportions of our container also be the probability for each milliohm-value we will get the following table:

	Milliohm value
	Number of components amongst 100 000
	Proportion

	110
	
7000
	0.070

	112
	
17500
	0.175

	114
	
21000
	0.210

	.
	
.
	.

	125
	
3000
	0.030

	
	sum = 100 000 components
	Sum = 1


Table 2.  Milliohm values, number of components and proportions (data II)

Enter the following data in c1 and c2 (the macro must be run once before):
 110   0.07               # 110 milliohms, probability 0.07.

 112   0.175              # 112 milliohms, probability 0.175.

 114   0.21               # Etc.

 116   0.175

 118   0.07

 121   0.03               # 121 milliohms, probability 0.03.

 122   0.075              # 122 milliohms, probability 0.075.

 123   0.09               # Etc.

 124   0.075

 125   0.03

 2000                     # Number of values to be simulated.

 %CreDist                 # Rerun with the new data.

Conclusion.  After mixing the milliohm-values in the container above we calculated the average and standard deviation from the data.
Mixing the variables (III)
In the first example above we simulated a mixture of equally many X and Y-values. In the second example we had a mixture of 70000 X-values and 30 000 Y-values. This time we will change the proportions even more, to 90 000 X-values and 10 000 Y-values.

Here we pretend that 90 000 resistors from variable X and 10 000 resis​tors from variable Y are poured into a simple container. We also enter each possible milliohm-value proportionally to its probability. The X-data is stored in c1, the Y-data in c2 and later all data will be ’poured’ into c3:

 Erase c1-c100                       # Erases the first 100 columns.

 name c1 'X-data'                    # Names the X-column.

 set c1                              # Stores the following values in c1.

 9000(110) 22500(112) 27000(114)     # 9000 values of 110 milliohms, etc.

 22500(116) 9000(118)

 end                                 # End of storing the X-data.

 name c2 'Y-data'                    # Names the Y-column.

 set c2                              # Stores the following values in c2.

 1000(121) 2500(122) 3000(123)       # 1000 values of 121 milliohms, etc.

 2500(124) 1000(125)

 end                                 # End of storing the Y-data.

 name c3 'Mixed X- and Y-data'       # Names the mixed column.

 stack c1 c2 c3                      # Now all data is stored into c3.

The next step is to take a (large) sample from this container, now containing 100 000 resistors from variable X and variable Y, and then describe the sampled data:

 sample 100000 c3 c3                 # Reshuffles the c3-data to make

                                     # it look more random.

 sample 5000 c3 c4                   # c4 contains a sample from the

                                     # 100 000 resistors in the container

 hist c4                             # A histogram of the sampled data.

 descr c4                            # Describes the sampled data.

The histogram shows a number of bars similar to what we would expect if we made one single dia​gram. The average and the standard deviation will be similar to the values we will get below when using the %CreDist-macro on the mixed variables.

The %CreDist-macro again (III).  We want to use this macro again but now on the mixed variable. We now will have 10 probabilities for the milliohm-values ranging from 110 to 125 milliohms in the steps as before). If we let the proportions of our container also be the probability for each milli​ohm-value we will get the following table:

	Milliohm value
	Number of components amongst 100 000
	Proportion

	110
	
9000
	0.090

	112
	
17500
	0.225

	114
	
27000
	0.270

	.
	
.
	.

	125
	
3000
	0.010

	
	sum = 100 000 components
	sum = 1


Table 3.  Milliohm values, number of components and proportions (data III)

Enter the following data in c1 and c2 (the macro must be run once before):
 110   0.09               # 112 milliohms, probability 0.09.

 112   0.225              # 114 milliohms, probability 0.225.

 114   0.27               # Etc.

 116   0.125

 118   0.09

 121   0.01               # 121 milliohms, probability 0.10.

 122   0.025              # 122 milliohms, probability 0.25.

 123   0.03               # Etc.

 124   0.025

 125   0.01

 2000                     # Number of values to be simulated.

 %CreDist                 # Rerun with the new data.

Conclusion.  After mixing the milliohm-values in the container above we calculated the average and standard deviation from the data. By turning this result into a formal discrete distribution we calculated the corresponding theoretical values and a comparison will most likely show that the values corresponds very well.  ■
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