 Goals and suborders

This document shows some ideas about converting a goal into a statistical distribution. It also studies the process where an order consists of a number of suborders. This number can be fixed or varying and this leads us to some probability calculations.

Suppose that a manager has decided that he wants a delivery process with mean 5 days and that he can accept 2 % outside an upper limit of 8 days. Perhaps he has reached this conclusion via some economical considerations or perhaps the requirements have been given to him as part of a larger chain.

What statistical distribution should we suggest as a model when we later try the measure​ments? The normal distribution has in this case two drawbacks. Firstly it is symmetrical and anyone who has studied times knows that the data is practically always positively skewed, i.e. a tail towards the right. The second drawback is that the normal distribution can reach into the negative side of the X-axis but there are absolutely no negative times.

Instead we will introduce the gamma distribution. This distribution can handle skewness to the right and is always on the positive side of the X-axis and is thus more suitable for modelling times. There are mainly three macros that describe the gamma distribution, %GamArea, %Gpdfcdf and %G. The parameter values below are just for illustration purposes: 

%GamArea                          # Starts the macro and draws a distribution

                                  # from the default parameter values.

                                  #

%Gpdfcdf                          # Starts the macro.
Tset c1                           # Sets new parameter values.

"12.1" "3.4" "5.5"                # ‘alpha’, ‘lambda’, limiting X-value.
end

%Gpdfcdf                          # Reruns the macro with the new parameters.
%G                                # Creates four different gamma distributions.

Determine the parameters.  How can we determine the parameters (, ) to satisfy our needs above? As we have two parameters we need two equations and we will try the following two:
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The left expression is the expected value () and the right one is called the cumulative distribution function (CDF) and is exactly the same as the diagram ’fig 2’ of the %Gpdfcdf-macro.

(*This is the common expression, Minitab puts it as a product of the two parameters (, ). See also the table on page 2).

From the requirements above we know the following three things:
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We start by rewriting the first expression to the following: 
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Then we use everything in our second expression:
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We now have a complicated equation but with only one unknown. There is no hope that we can solve this expression by hand. Instead we will use the computer to try a large number of values in order to find anything that is reasonably good. We write a small macro and use a do-loop to use Minitab’s CDF-function to do the calculations. The idea is to find a certain interval of -values that are close to the correct solution. Then we rerun the macro with a smaller interval and finally we have a value close enough. This macro is called %Goal and is stored amongst the other macros. It needs to be run at least three times (parameter values in c1):

%goal                       # Runs the macro using parameters in c1.

                            # Change the parameter values in c1 for

                            # subsequent runs.

	First run
	Second run
	Third run

	CDF, P(X(x)
	
	
	CDF, P(X(x)
	
	
	CDF, P(X(x)
	
	

	0.999869
	50.0000
	0.1
	0.984611
	16.6667
	0.30
	0.980628
	15.1515
	0.330

	0.995517
	25.0000
	0.2
	0.983306
	16.1290
	0.31
	0.980492
	15.1057
	0.331

	0.984611
	16.6667
	0.3
	0.981977
	15.6250
	0.32
	0.980356
	15.0602
	0.332

	0.970836
	12.5000
	0.4
	0.980628
	15.1515
	0.33
	0.980220
	15.0150
	0.333

	0.956702
	10.0000
	0.5
	0.979262
	14.7059
	0.34
	0.980084
	14.9701
	0.334

	0.943273
	8.3333
	0.6
	0.977881
	14.2857
	0.35
	0.979947
	14.9254
	0.335

	0.930912
	7.1429
	0.7
	0.976487
	13.8889
	0.36
	0.979810
	14.8810
	0.336

	0.919684
	6.2500
	0.8
	0.975084
	13.5135
	0.37
	0.979673
	14.8368
	0.337

	0.909534
	5.5556
	0.9
	0.973673
	13.1579
	0.38
	0.979536
	14.7929
	0.338

	0.900368
	5.0000
	1.0
	0.972256
	12.8205
	0.39
	0.979399
	14.7493
	0.339

	0.892080
	4.5455
	1.1
	0.970836
	12.5000
	0.40
	0.979262
	14.7059
	0.340


(NB that  is the product of the two parameters (, ) in the table above. On page 1  is defined as the / which is the common way of writing in the statistical literature. It happens sometimes that mathematical formulas are written in different way in different books, software or even countries.)

The columns of the first run are shortened. We see from the third run that the two para​meters  = 14.925 and  = 0.335 give an area to the left very close to 0.98 (the shaded area of the table above).

NB that Minitab uses the -parameter different to more common ways used in the literature. Where we and the literature in common use , Minitab uses 1/. (See the menus [Calc]> [Probability Distributions]>[Gamma…]> and click on HELP-button and then the text gamma distribution. Compare also the ’f(x)’ with the same expression above.) Our macros use the more common notation and thus we need to calculate 1/ before using our macro. 1/0.335 = 2.985. We now run e.g. %Gpdfcdf once more to confirm our results:

%Gpdfcdf                          # Starts the macro.

Tset c1                           # Sets new parameter values.

"14.925" "2.985" "8"              # ‘alpha’, ‘lambda’, limiting X-value.
end

%Gpdfcdf                          # Reruns the macro with the new parameters.
A simulation.  We do a simulation in order to verify our thinking. Again we need to think of the parameter :

Random 2000 c1;                   # Simulates 2000 values in c1

gamma 14.925 0.335.               # from a gamma distribution.

We check the result by the following macro (the two extra rows below are printed on the graph):

%disttest                         # Starts the macro.

2                                 # Chooses ‘gamma’ on the screen.

c1                                # Tells where the data is stored.

We see that the distribution and its parameters are recovered by the macro.

Some comments.  The work above is aimed to obtain a model that can be used for the process at hand. Maybe the manager had in mind to perhaps weekly report the percentage of orders not within 8 days. However, by supporting him in another direction we convinced him to accept a different thinking. With the percentage thinking, we lose a lot of information that can be used in order to study the obtained data. 

· We can watch the measurement process

· We can use a number of graphical methods such as histograms, scatter plots etc.

· We can look for extreme data points

· We can look at the distribution and its shape

· We can stratify the data in many ways

· We can plot the data as a time series

· We can apply an number statistical tools such as regression analysis and other 
statistical tests

· We can use the model for prediction purposes

· We can use the result as a spring board for further studies and applications

· etc

The concept of ’conditioning’

We are going to make the example above slightly more complicated and perhaps more realistic. But before doing so, we need to spend some words of an extremely important concept in the area of analysis of data namely the idea of conditioning. Common entities such as ’’ or ’sin’ are nearly always introduced together with circles and angles. When you learn more you realise that these entities can be found far from what we thought to be their main use; we find e.g. ’’ in the defini​tion of the normal distribution and ’sin’ in all sorts of electronics.

The same thing applies to conditioning as you learn more and more, perhaps more complicated, features of statistics. We find expressions as conditional expectation, conditional probability, conditional probability density function, etc. The word conditioning comes from the sentence ’on the condition that… what is then the…’? Some examples:

· ’on the condition that we talk about men 175 cm tall what is then their expected weight?’

· ’on the condition that we talk about men 175 cm tall what is then the probability distribution of their weights?’

· ’on the condition that the unit survived the first test what is then the probability that it will survive the second test?’

· ’on the condition that the unit/human being survived the first 10 years, what is the probability that it survives at least another 5 years?’

· ’on the condition that the order consists of exactly 5 suborders what is then the probability that it will be delivered in time?’

A more common, shorter and simpler language we use the words ’given that’ instead of ’on the condition that’:

· ’given that the order consists of exactly 5 suborders what is then the probability…?’

Conditional probability.  We will restrict ourselves to the basic ideas of conditional proba​bility. (Chapter 6 of ’A course in statistics’ is devoted to probability and treats also conditional proba​bility.) The expression
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is the definition conditional probability. This means that the pro​ba​bility of A depends on whether the event B has happened or not. Here we have the following parts:

· 
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The reason for the right expression is that the factors to the right of the equal sign often are given from the problem. It is customarily to show all this in a diagram-form. Let us also dress it in practical terms:

· let A be the event that an order consists of 3 suborders

· let B be the event that an order consists of 4 suborders

· let C be the event that an order consists of 5 suborders

· let D be the event that an order is delivered in time

All of us will admit that A – C must have some influence on D. The question is how to attack the problem. From the diagram below we see the events as areas. Obviously A and B and C are cove​ring all area (i.e. there are no other possible number that 3, 4, or 5 suborders). We see also that the event D covers parts of A – C. The area of D consists of the three smaller areas but these can be rewritten in the form indicated above. All this gives a way to calculate the probability of D:
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	· let A be the event that an order consists of 3 suborders

· let B be the event that an order consists of 4 suborders

· let C be the event that an order consists of 5 suborders

· let D be the event that an order is delivered in time
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Conditional probability used on the delivery process

Now we return to our delivery process. Suppose that we have studied our process and found the following distribution of suborders:


Number of orders 
Number of suborders (X)
As probability


1600
1
0.667


500
2
0.208


200
3
0.083


100
4
0.042

The main idea is that an order is not considered delivered until all suborders are finnished. This means that we can use the reasoning above. Now we also simplify the formula and write it in a neater form:
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From the table above we have each of the four probabilities P(X = i), i.e. the probability of 1, 2, 3 or 4 suborders. We need to find the other four probabilities (the probability of delivered in time given that the order contains ’i’ suborders) before calculating the final answer.

The easiest way is to realise that we seek the answer via the binomial distribution and the corre​sponding calculations:

pdf;                             # Probability calculation in a

bino 1 0.98.                     # binomial distr, n = 1, p = 0.98.

pdf;                             # Probability calculation in a

bino 2 0.98.                     # binomial distr, n = 2, p = 0.98.

pdf;                             # Probability calculation in a

bino 3 0.98.                     # binomial distr, n = 3, p = 0.98.

pdf;                             # Probability calculation in a

bino 4 0.98.                     # binomial distr, n = 4, p = 0.98.

See the table on next page!

The result from these calculations can be shown as follows:

         x      P(X = x)

         1       0.9800

         2       0.9604

         3       0.9412

         4       0.9224

The result should be interpreted in the following way. Suppose that we have 3 suborders, i.e. n = 3. What is the probability that we get exactly three ’in time’ if the probability (’fault rate’) is 0.98? This is a use of the binomial distribution and the answers are given via the commands above (in this special case (when x = n) we get the same result via 0.983 = 0.9412).

Putting it all together.  Finally we need to put all these bits and pieces together in order to calcu​late the probability that a randomly picked order is delivered in time. We use the formula above for this:
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The further use of this probability depends of course on the situation at hand. The original story behind the scenario above was a dispute at one of the Ericsson factories.

There are of course a large number of situations that, when suitably formulated, can be treated in similar way. The result paves the way for a better insight and perhaps a better treatment of the problems involved. On the next page we do a simulation of the problem.

Simulation of the problem.  We finish this discussion by a simulation of the problem at hand. We store times from the distribution in column c1-c4 and c5 contains the number of suborders. If the number of suborders is e.g. 3 we look horisontally at the first three columns (c1-c3) to see if the delivery was in time. This is done by using the idea using so-called logical functions.

Random 10000 c1-c4;               # Simulates 10000 values in c1-c4

gamma 14.925 0.335.               # from a gamma distribution.

read c11 c12                      # Stores number of suborders and

1 0.667                           # respective probability.

2 0.208

3 0.083

4 0.042

end

random 10000 c5;                  # Creates a column representing

discr c11 c12.                    # number of suborders.

let c6 = (c1<8)*(c5=1)                         &

       + ((c1<8) and (c2<8))*(c5=2)            &

       + ((c1<8) and (c2<8) and (c3<8))*(c5=3)

let k1 = sum(c6+((c1<8) and (c2<8) and (c3<8) and (c4<8))*(c5=4))/n(c6)

print k1                          # The proportion in time.
The constant k1 now contains an estimate of the probability derived above. Most likely is the estimate close or very close to the theoretical result above.  ■
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