
 Interpreting a goal – some statistical ideas
To state and interpret a goal is not as easy as it sounds. Suppose that we have a process where we have stated as a goal for year 2003 ’at the most 2 % failures’. This goal can be given many inter​pretations:

· the observed year average (sample?) must be less than or equal to 2 %

· every observed month value (sample?) must be less than or equal to 2 %

· every observed week value (sample?) must be less than or equal to 2 %

· the observed December value (sample?) must be less than or equal to 2 %

· the (’theoretical’, ’true’) process average must be less than or equal to 2 %

· the (’theoretical’, ’true’) process average must be low giving a small probability
of observing a value more than 2 % failures during a week (month, year, batch,...).

· ...

Of course, the same difficulties arise when we consider so-called continuous data e.g. time. Suppose that we have a process where we have stated as a goal for year 2001 ’at the most 21 days’. This goal can be given many interpretations:

· the observed year average (sample?) must be less than or equal to 21 days

· every observed month value (sample?) must be less than or equal to 21 days

· every observed week value (sample?) must be less than or equal to 21 days

· the observed December value (sample?) must be less than or equal to 21 days

· the (’theoretical’, ’true’) process average must be less than or equal to 21 days

· the (’theoretical’, ’true’) process average must be low giving a small probability of
observing a value more than 21 days during a week (month, year, batch,...). 

· ...

An operational definition.  That the interpretation can differ widely deepens on the lack of a so-called operational definition of the goal, i.e. more or less an ’instruction book’ that clearly describes

· what shall be measured

· how it shall be measured

· how we infer from the data whether the goal was met or not

As goals often are used to control the process it is very important that measurements and connected procedures are well designed. Simulation gives a possibility that in advance compare the result using different definitions and limits.

Choice of variable and intensity
It is seldom completely obvious, not even in simple cases, how to choose what variable should be used in a special situation. However, there is a need to avoid, at least without very good reasons, redefining e.g. the outcome as ’in time’ and ’not in time’. Usually it is better to use ’time’ as the variable as it contains more information and gives a possibility for a deeper understanding an analysis.

Perhaps ’time between events’ (deliveries etc) should be recorded instead of ’number of events per time unit’. With knowledge about time between events we can create the variable ’events per time unit’ but not the contrary. (In the statistical analysis it is important to understand if the times between events are independent or if there is some dependence or pattern.)

Sometimes a new variable is created from the original data by e.g. calculating an average or a median. The features of this new variable might be more or less good for the continuing analysis. Not seldom such variables are created in order to hide or darken some feature of the process!

Wanted or possible intensity of measuring depends on a number of things: the possibility of handling or storing large quantities of data but also what type of statistical analysis that is considered, accuracy required, promised goal etc. (If the promise states that every service will be performed within a certain time, then most likely every service must be measured.)

Model contra observed values
All collected data that is analysed, even insufficiently or incorrectly, is used for in​ference, i.e. drawing more or less correct or well-supported conclusions about the process. 

Via a model for the process it is possible using statistical tools to draw conclusions about the parameters of the model, e.g. the true average of the process. The statistical tools make it possible to state the accuracy about conclusions drawn. In addition, there is no dependence on a certain amount of data; more data sometimes (but not always!) gives a more accurate inference. 

Without a model, i.e. using only the raw data, there is no possibility to state any certainty (and un​cer​tain​ty!) and there is only an unspecified need to collect a certain, comfortable amount of data. If so, there is a much larger exposure to what looks like a negotiating or assessing situation where conclusions be​come a sort of merchandise.

Reporting the result
Reporting the result, often using graphical methods, demands some care and attention in order to avoid routine thinking or trivial solutions. Type of graphs is controlled by the amount of data but also type of variables and whether the data contains a time dimension that usually should be exposed. The graphs should show the variation of the process or the data, but also in ways that admit well-supported compa​risons of e.g. mean levels.

There are many aspects on the technical sides from scales, texts, fonts, and colours to whether the dots should be connected by a line. It is not self-evident that the result becomes good because of using a more or less known software (the designers’ weakness for nonsense and irrelevant ornamentation seems to be infinite.)
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