 Parallel operations: what is the time across c2 – c4?

Suppose that we have a process that includes several operations as in the figure below. Of course we are interested in the total time from start to stop and in many such models we talk about linear combinations of variables. This means that we add several steps, each one of them contains vari​ation, and we are interested in the mean and variation of the total time.

The statistical theory around linear (and non-linear) combinations is covered elsewhere in the do​cumentation. Here we will dwell upon the concepts of parallel operations e.g. the pro​cess steps C2 – C4. This means that as soon as process step C1 is finished, the activities in C2 – C4 are triggered and C5 – C6 do not start until each one of C2 – C4 is finished.
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The problem.  The problem is now to determine the mean value and the variation in the process across the process steps C2 – C4. Obviously it will be the slowest of the three steps that will de​cide the pace. But because of the variation, we can not tell which one of the processes that will be the slowest. (Of course, if C2 takes 10 – 12 days and C3 and C4 take 2 – 3 days, in practice we know that the result from C2 will be our main worry.)

A simulation.  Let us be very clear about the thinking in the problem just stated. We show this by a simple simulation where a number of orders have passed through C2 – C4. Each number is the time in days (each maximum is shown in bold):

      Order      C2        C3        C4       max

        1      11.0      16.8      18.0      18.0

        2      18.4      10.5      10.9      18.4

        3       9.1      17.9       7.2      17.9

        4      11.6      15.3      10.4      15.3

        5       8.1      13.1      16.1      16.1

The mathematical problem is now to derive the distribution for the ’max’-process. In some cases it is fairly easy and we can get a mathematical expression for the distribution and in some cases it is more difficult or impossible. In such cases we will still have the option to simulate the situation.

A statistical reasoning.  Let us designate the time variables C2, C3 and C4 as X1, X2 and X3. We then let Y be the following:
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In words it means that if we have the result from a number of variables (n), we let Y be the maxi​mum of these. Now we define the following event:
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Now if we apply a ’probability thinking’ to this, we will write 
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 to be the probability of the event within the brackets. If all the variables are independent and have the same distribution we can simplify this to the following expression:
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Now we need to write down the so-called cumulative distribution function (often written as F(x) and abbreviated as CDF and is the second diagram (fig 2) in the macros %Npdfcdf, %Epdfcdf, %Gpdfcdf, %Wpdfcdf):
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  is the distribution of the variable.

(or probability density function) and is abbreviated as PDF and is the first diagram (fig 1) in the macros %Npdfcdf, %Epdfcdf, %Gpdfcdf, %Wpdfcdf). We rewrite the expression above in the following simple way:
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And we now have the CDF for maximum of n identical random variables. However, we want the distribution (PDF) and we get this by derivation of the CDF. This gives us the final expression distribution of maximums:
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The ”maximum”-distribution as a diagram.  Below we use Minitab to calculate and draw the dis​tribution for maximums. Suppose that we have 5 parallel operations, normally distributed as N[12, 1.6]. The following lines will do the calculations:

set c1                       # Creates the ’y’-values in the expression.

10:19/0.1                    # Gives values from 10 to 19 in steps of 0.1.

end                          # NB that the ’y’:s is the X-axis.

pdf c1 c2;                   # Calculates the pdf-values i.e. f(y)

Normal 12 1.6.               # and stores the result in c2.

cdf c1 c3;                   # Calculates the cdf-values i.e. F(y)

Normal 12 1.6.               # and stores the result in c3.

let c4 = 5*(c3**4)*c2        # Calculates f-max(y) acc to the formula.

plot c4*c1;                  # Draws the calculated distribution.

scale 2;

min 0;

connect.

Simulation of the ”maximum”-distribution.  Below we use Minitab to simulate data and cal​cu​late the max-value and draw the distribution for maximums.

random 10000 c11-c15;        # Simulates 10000 orders through the 

Normal 12 1.6.               # (imaginary) five parallel operations.

rmax c11-c15 c16             # Calculates the max value for each order.

Histogram c16;               # Histogram over 10000 max-values.

density;                     # Drawn as a density (i.e. tot area is 1).

line c1 c4.                  # Draws the distribution.

Remark.  The fit between the histogram and the true distribution, shown by the line, is remarkable good, see also the figure below. NB that we do not have a closed expression for the distribution. What we have is the following rather complicated expression:
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	The histogram to the left shows 1000 simulations of maximum value of 5 N[12; 1.6].

The histogram was created in the following way:

Histogram c16;

density;

line c1 c4.



Descriptive Statistics.  If we look at the results from the simulation we get the following table:

Variable        N       Mean     Median     TrMean      StDev    SE Mean

Op 1        10000     11.972     11.986     11.974      1.592      0.016

Op 2        10000     12.015     12.044     12.015      1.618      0.016

Op 3        10000     11.994     11.990     11.993      1.592      0.016

Op 4        10000     11.988     11.976     11.990      1.591      0.016

Op 5        10000     11.990     11.992     11.994      1.605      0.016

Maximum     10000     13.853     13.809     13.837      1.057      0.011

We see that all operations have mean and standard deviation close to the specified values (12 and 1.6). The maximum (column c16) has a mean of approximately 13.9 and a standard deviation of approximately 1.06. This means that the mean of the maximum is larger than the mean of the ope​rations, which is probably what we could expect. However, the standard deviation of the maxi​mum is smaller than the standard deviation of the operations and this might be somewhat un​expected.

Conclusion.  The investigation above has helped us to understand what happens when we have a number of (normal) distributions in parallel and we are concerned about the maximum amongst the distributions. We found information about the two most important features, the mean and the stan​dard deviation.

Now we place the parallel operations in a ’black box’-variable with the calculated features and go on treating the system as a linear combination of variables, see the literature or other do​cu​ments. For the system drawn in the top figure on the first page we need to do this trick twice (operation C2 – C4 and operation C5 – C6). Use e.g. the Minitab macro %Disttest and try ”Gamma distribution”.

A more realistic situation

A more realistic, and difficult, situation is if the parallel distributions do not have the same distri​bution. This time we perhaps need to make use of some modern com​puter program to perform the mathematical derivation for us.  ■
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