 The taxi problem and estimation of N
In the statistical literature there is a problem described as the taxi problem. A professor arrives at a railway station in a town he has not visited before. After a little while he gives an estimate of how many taxis there are in town. He has thus estimated N, the upper end of the series of number 1, 2, 3, … N. All he had was a sample from this series and from this sample he did some calculations.

(The description above seems a bit silly or overly simplified but the literature describes a procedure like this from the second World War when one side got an estimate of how many aircrafts of a cer​tain type the enemy had. From the shot-down aircraft the engine number was recorded and con​sidered a random sample and from this N, the total number of air crafts, was estimated. When the other side realised this, the engine numbers were allocated randomly.)

Estimation of N (alternative I)

How can we estimate N? After some thinking the following formula emerges where 
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 is the cal​culated average:
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(The formula is easy to verify on an ordinary die. Then 
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 = 3.5 and N = 6.) What is the standard deviation of the N-estimate (N-hat)? We then use the following relationships:
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All we need to find is the standard deviation () in the distribution of numbers 1, 2, 3, … N. If we are lucky we will find an expression for  in a handbook. We can of course calculate it from the begin​ning ourselves. Then we first use the original expression for the variance (i.e. sigma squared) and simplify it:
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We do this by the following two expressions using the x-values and corresponding probability:
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Then we get our expression for the standard deviation:
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We use the following commands to calculate  in a integer distribution 1, 2, 3, …N:

Let k1 = 150                  # N

Set c1                        # Stores the integers 1-N in c1.

1:k1

end

Let k11 = sum(c1**2 * 1/k1)   # Calculates E(X**2). (P(X=x)=1/k1).

Let k12 = sum(c1 * 1/k1)      # Calculates E(X). (P(X=x)=1/k1).

Let k13 = sqrt(k11 - k12**2)  # Calculates sigma.

Name k12 'my' k13 'sigma'     # Names the constants k12 k13.

Name k14 'sigma N-hat'        # Names the constants k14.

Print k12 k13                 # Prints the constants k12 k13.

Above we asked for the standard deviation of the N-estimate N-hat. We then derived the following result:
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All we need is the sample size n:

Let k2 = 300                   # Samples size from 1, 2,… N. (max 500).

Let k14 = 2 * k13 * 1/sqrt(k2) # Sigma of N-hat.

Print k14                      # The sigma of N-hat.

Simulation (alt I).  Now we do a simulation of the situation above. We then calculate the average and standard deviation from the simulated values:

Let k3 = 1000                 # Number of samples, each one of size k2.

Random k3 c1-ck2;             # Gets random values from 1, 2, 3,… N.

Integer 1 k1.

Rmean c1-ck2 c601             # Gives the mean of each of the k3 sample.

Let c602 = 2*c601 - 1         # Estimate of N.

Describe c602                 # Describes the k3 N-estimates.

Histogram c602                # A histogram of the k3 N-estimates.

Conclusion (alt I).  We see from the simulation that the procedure above is, at least on the ave​rage, correct (approx 150). However there is a certain standard deviation of the N-estimate (approx 5). Can this variation be decreased in any way? See the next part. 

Estimation of N (alternative II)

In the literature there is another description on how N can be estimated. This procedure has some slightly different features. As before we have a sample of n values from the integer distribution consisting of the integers 1, 2, 3 … N where N is an unknown parameter to be estimated. We use the following expression where X(n) is the largest value in the sample: 
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This formula is fairly reasonable. It takes the largest value in the sample, divides it by the sample size. This gives the 'distance' between the numbers in the sample. And by multiplying this by (n + 1) we hope to 'hit' N. 

Simulation (alt II).  Again we simulate to illuminate the procedure:

Rmax c1-ck2 c603              # Finds maximum value in each sample;

                              # NB that every row of c1-ck2 is a sample.

Let c604 = c603/k2 * (k2 + 1) # Estimates N by the formula ”Alt II”.

Descr c604                    # Describes the k3 N-estimates according to

Histogram c604                # alternative II above.

Conclusion (alt II).  This alternative also estimates N in the mean (approx 150). The standard deviation is much lower compared to the alternative I (approx 0.4).

A table.  The table below shows a number of simulations as a comparison. Each row in the table is based on 1000 samples (k3) (i.e. one sample per row in the worksheet). 
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	n (k1)
	N (k2)
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 (c602)
	s (c602)
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 (c604)
	s (c604)

	50
	100
	99.83
	8.14
	100.46
	1.86

	100
	200
	200.40
	11.76
	200.57
	1.78

	150
	300
	299.91
	14.07
	300.44
	2.02

	200
	400
	399.42
	16.27
	400.47
	1.98

	250
	500
	499.17
	18.71
	500.25
	2.27


The table does not show any remarkable difference between the true value of N (second column from the left) and the two methods of estimation. However, the second alternative (the two rightmost columns) shows a significantly smaller standard deviation. 

Final conclusion.  The 'estimation of N'-problem thus shows a possibility in the statistical ana​lysis of data, namely that different procedures can give different accuracy. Sometimes the better accuracy is achieved at the cost of the estimation being biased i.e. the mean of the estimated value is not equal to the true value. However, if the bias is considered small, this might be accepted getting the better accuracy. 

Literature.  Derivation of the formula according to the second alternative above can be found in An Introduction to Probability Theory and Its Applications (vol 1, 3rd ed, page 226) by William Feller.  ■
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