 A statistical review of PIN-codes
In a major newspaper 1997-10-31 the so-called PIN codes were discussed in an article. These codes consist of four digits and the question was whether this is enough to give a good protection. A scientist meant that if 5 000 people do three trials per person ”probably at least two of them will succeed”. ”A success” here means that a person guesses the true code by randomly trying different codes.

How can we reason in order to estimate this ”probably”? In the article it is stated that there are 10 000 different codes, i.e. from. 0000 to 9999. However, it is unsure whether 0000 is a real PIN code but let us suppose it is.

We can also wonder if a person, if he can pick one himself, really chooses simple codes such as 1234 or 2468 or other such numbers or patterns. This would possibly reduce the number of PIN codes even more.

Suppose that we find a card with a PIN code. We also suppose that there are 10 000 different codes and that all are equally probable. We suppose that each person that tries different codes really tries different codes and not repeat any previous one.

The probability of failure three times in a row we calculate in the following way:

· first factor: 
probability of not getting the correct code, 1st trial
(9999 possibilities of 10000)

· second factor: 
probability of not getting the correct code 2nd trial
(9998 possibilities of 9999)

· third factor: 
probability of not getting the correct code 3rd trial
(9997 possibilities of 9998)
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The probability for success is therefore (1 – 0.9997) = 0.0003

The binomial distribution.  The next question is whether we can find a standard model that can illuminate the original question. A little thinking gives that the problem ’at least two persons will succeed’ can be described and handled by the binomial distribution.

We let p = 0.0003 and n = 5 000. (In many books in statistical theory p is called the probability of success after 1 trial and n is called number of trials, this in order to make the description more neutral and thereby more general).

By running the macro called %Bpdfcdf using p and n as above and x = 1 (which will give the pro​ba​bility of x ( 1, i.e. P(X ( 1), as well as the probability of 2 or more (“at least two”), i.e. P(X ( 2), which is the wanted result), the result 0.442 is obtained.

The Poisson distribution.  The theory of statistics teaches us that when p is small we can app​roximate the calculations by using the Poisson distribution. This distribution has only one para​meter, usually called . This value happens to be the expected value which in this situation is  = np. Thus we get 
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By running the macro %Ppdfcdf with the parameter value  = 1.5 again the result 0.442 is obtained.

Summary.  First we calculated the probability that by three trials getting the correct code, the result became 0.0003. Then we calculated the probability of getting 2 or more sucesses if n = 5 000; the result became 0.442. We calculated this result using the binomial as well as the Poisson distribu​tions. Obviously, the scientist was right: if 5 000 people try three times each, there is a high proba​bility, namely 0.442, that at least two will succeed. We simulate the problem on the next page.

Simulation of the problem

In order to illuminate the above problem we simulate some data. We simulate 1000 groups of people where each group consists of 5000 persons and we record in column c1 number of successes in each group.

random 1000 c1;              # Simulates the result from 1000 groups

binomial 5000 0.0003.        # where each group consists of 5000 persons.

                             # The probability is 0.0003 that a person

                             # succeeds in guessing the correct code.

tally c1                     # Gives the distributions of successes.

If we add number of ‘2’, ‘3’, ‘4’ etc we can calculate the proportion of ‘more than or equal to 2’.

An Example.  Tally for Discrete Variables: C1

  C1  Count

   0    223

   1    326

   2    262
   3    121
   4     53
   5     12
   6      1
   8      1
  11      1
  N=   1000

262 + 121 + 53 + 12 + 1 + 1+ 1 = 451. Thus we have 451 results ‘equal to or more than 2’.

In five simulations this became
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This seems to support the theoretical value of 0.442, calculated on previous page.  ■
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