 What is sigma?

Anyone who studies the theory of statistics will sooner or later meet the expression sigma. How​ever, this is not seldom presented in a confusing or incomplete way. This paper there​fore presents the most important features of sigma even if it is presented elsewhere in several other documents.
· sigma is the 18th letter of the Greek alphabet

· upper case sigma () is used in mathematics as a symbol for summation
· lower case sigma () is used in many mathematical formulas in science and technology

· when used in statistical theory,  mostly (but not always!) stands for standard deviation
From now on we only discuss the meaning of  in the field of statistics. The expression standard deviation for  was coined in English by Karl Pearson (1894). We can add a few features:

·  is a measure of variation amongst numerical values

·  > 0 which means that  can only take positive, numerical values

·  attains the same sort as the original values (i.e.  is not an index or a coefficient etc)

·  is a parameter that can only be calculated on theoretical grounds and not from data

· there are several ways to estimate  from numerical data. (This estimate is often designated s)

· 2 is called the variance, an expression coined by R. A. Fisher (1922)

· 2 is often designated V(), a way to more conveniently express more complicated expressions

· 2 is sometimes called the second moment
· The relationship between  and 2 is obvious. (The reason for having two measures of vari​ation is that while 2 has good mathematical features, a drawback is the interpretation of its nume​rical values. If the numerical data is measured in e.g. days the variance is displayed in days2. There​fore we take the square root and get the result expressed in days.)

· all statistical parameters such as  (process mean),  (process standard deviation),  (correla​tion coefficient),  (proportion) etc, are considered constants and thus do not have any varia​tion. (Of course the , for example, can be different for different set of conditions and a lot of the statistical analysis is aimed to understand such differences.)

Definition of the variance.  The following expression is a definition of the variance; X is the random variable and  its process mean value:
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The operator ’E’ stands for Expectation and thus 2 can be read ”the expected squared deviation from the true mean value ()”. (NB that it is common with an operator in formulas, e.g. the well-known 
[image: image2.wmf] and sin() are two common ones.)

Still, the definition above does not indicate how the variance can be calculated. We continue by simplifying the expression above by using ordinary simple mathematics:
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Now the definition of the variance has a slightly simpler appearance. All we need now is an expression for each of the two terms (E(X2) and 2).

Some statistical distributions.  A statistical (probability) distribution is a mathematical model that shows how the result from a ran​dom variable is distributed over its possible range. The vari​ance (and thus the standard devi​ation) is a theoretical calculation in close connection to these distributions.

The variance, calculated for a specific distribution, is a more or less complicated mathematical ex​pression. We will show some concrete examples below but we refer to other documents or the literature for details for specific distributions.

The distributions are usually divided into two groups: discrete and continuous. The discrete distri​butions can only take certain values (often, but not always, the integers) but a continuous distribu​tion can take any value across its range. The following table shows some distributions:
	Discrete:
	Bernoulli, Poisson, binomial

	Continuous:
	normal, gamma, Weibull, exponential, lognormal, Rayleigh


The two terms in the definition of the variance can be calculated according to the following formulas:

	Type of variable
	Formula for E(X2)
	Formula for 

	
Discrete
	

[image: image4.wmf]å

=

×

=

)

(

)

(

2

2

x

X

P

x

X

E


	

[image: image5.wmf]å

=

×

=

)

(

x

X

P

x

m



	
Continuous
	

[image: image6.wmf]ò

×

=

dx

x

f

x

X

E

)

(

)

(

2

2


	

[image: image7.wmf]ò

×

=

dx

x

f

x

)

(

m




Here P(X = x) is the probability distribution for the discrete variable (”the probability that the vari​able X takes the value x”) and f(x) is the function for the continuous variable. 

(NB that the  easily can be shown to be the point of gravity in the specific distribution. See the document A course in statistics for details.)

The variance of a Bernoulli variable.  A Bernoulli variable is the most simple variable taking only two values. Let us call these values 0 and 1. Let us designate the probability of ’1’ as p and the pro​bability for ’0’ as 1 – p. Using the formulas above we thus write P(X = 1) = p and P(X = 0) = 1 – p. We now calculate the two terms of the definition of the variance:
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The variance in of a Bernoulli variable is thus the following:
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Below we will simulate this variable.

The variance of a Poisson variable.  A Poisson variable is a very common type of variable. It is used to describe the number of events per some continuum such as 
· number of telephone calls per 30 minutes

· number of accidents per month

· number of orders per week

· number of flaws per 5 km of wire

· number of faults per panel

The probability distribution of a Poisson distribution has the following expression:
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We now calculate the two terms of the definition of the variance (we omit the details):


[image: image12.wmf]2

0

2

0

2

2

!

)

(

)

(

l

l

l

l

+

=

=

×

×

=

=

×

=

å

å

¥

=

-

¥

=

K

x

x

x

x

e

x

x

X

P

x

X

E



[image: image13.wmf]l

l

m

l

=

=

×

×

=

=

×

=

å

å

¥

=

-

¥

=

K

0

0

!

)

(

x

x

x

x

e

x

x

X

P

x


The variance of a Poisson variable is thus the following:
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Below we will simulate this variable.

The variance of a uniform variable.  In our documents we try to avoid using any of the more difficult mathematics. However, here we do the calculations for a so-called uniform distribu​tion. This is a continuous distribution between two values a and b on the X-axis. And as it is uniform it reaches 
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. This gives a total area of 1, as all distributions have.) 

The distribution thus has the following expression:


[image: image18.wmf]a

b

x

f

-

=

1

)

(


(even if it is not depending on x, this notation is used)

We now calculate the two terms of the definition of the variance:
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(Not surprising, the expected value E(X) is in this distribution the middle of the two endpoints.) The variance of a uniform variable is thus the following:
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Below we will simulate this variable.

Estimating the variance 2.  When performing statistical analysis we need to estimate the diffe​rent parameters using our measurements or data. When we want to estimate the process mean () or the variance (2) the two most common estimators are the following, irrespective of what distri​bution at hand:
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One of their main features is their unbiasedness i.e. in the average the estimators are correct. This is usually denoted as follows by the E-operator (’E’ as in expectation; ”the expected value of x-bar equals mu”):
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Simulating the examples.  In order to show that the theoretical calculations above are correct and the estimating is fairly good, we simulate the Bernoulli, Poisson and the uniform variables. 

The Bernoulli variable:

Random 1000 c1;                         # Simulates 1000 values of a 

Bernoulli 0.2.                          # Bernoulli variable, p = 0.2.

Let k1 = sqrt(0.2*(1-0.2))              # The theoretical stand. dev.

Describe c1                             # Gives a number of statistics.

Compare the value in k1 () and the estimator under the heading ’StDev’.

The Poisson variable:

Random 1000 c1;                         # Simulates 1000 values of a 

Poisson 0.3.                            # Poisson variable, lambda = 0.3.

Let k1 = sqrt(0.3)                      # The theoretical stand. dev.

Describe c1                             # Gives a number of statistics.

Compare the value in k1 () and the estimator under the heading ’StDev’.

The uniform variable:

Random 1000 c1;                         # Simulates 1000 values of a 

uniform 1.3 6.7.                        # uniform variable, a=1.3, b=6.7.

Let k1 = sqrt((6.7 - 1.3)**2/12)        # The theoretical stand. dev.

Describe c1                             # Gives a number of statistics.

Compare the value in k1 () and the estimator under the heading ’StDev’.

Using the macro %CreDist.  This macro is designed to show that whatever the distribution, the above theory and estimation is correct. (The macro can handle any discrete distribution. Because of the amount of pro​gramming necessary there is no option for a completely general continuous distribution. However, the software has some common continuous distributions available.) 

Another use of sigma.  Suppose that we want to express a time-dependent change in the ex​pec​ted value of a series of data. We can of course use the original values (”the change is 0.04 mm”) but also use sigma (if sigma is 0.05 mm we could say ”the change is 0.8 sigma”). This is sometimes a more statistically valuable information. See also the %SimDiagn macro.
The variance of a simple linear combination of variables.  Below we show the derivation of the variance of a simple linear combina​tion of variables. See the documents A course in sta​tistics or the A collection of diagrams for a fuller treatment of the concept of linear combinations of variables. 

Suppose that we have the following model of a linear combination of variables, a simple sum: 
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We start with our definition of the variance and we also introduce necessary index and use the V()-notation. We also use the fact that the mean values () of X and Y adds:
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The next step is now to rearrange some of the terms:
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The third term of the expression is the so-called covariance between the two variables X and Y. If there is an independence between the two variables the covariance is zero and in those, rather com​mon situations we have:
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(NB that the general expression of a linear combination gives a slightly more complicated formula. See the docu​ment A course in statistics for details.) If we had the difference, instead of a sum as above, we would write 
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 and the variance will have a minus sign before the last term:
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Simulating the linear combination.  In order to show the theoretical calculations of the sum above, we simulate the sum of two Bernoulli variables. 

Random 1000 c1;                         # Simulates 1000 values of a 

Bernoulli 0.2.                          # Bernoulli variable, p = 0.2.

Random 1000 c2;                         # Simulates 1000 values of a 

Bernoulli 0.1.                          # Bernoulli variable, p = 0.1.

Let k1 = sqrt(0.2*(1-0.2)+ 0.1*(1-0.1)) # The theoretical stand. dev.

Let c3 = c1 + c2                        # Sums the two variables.

Describe c3                             # Gives a number of statistics.

Compare the value in k1 (the theoretical standard deviation) and the estimator under the heading ’StDev’.  ■
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